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Abstract

The aim of this study is to analyse the evolution of the semantic fields and discursive genres
of deepfake from its appearance in 2017 until 2021. The research is based on a literature review
of specialised popular, informative, theoretical and scientific articles on deepfake, based on a
longitudinal analytical-synthetic methodology in three phases between 2017-2021, where the
narrative assessment of the SANRA Scale is applied. The study identifies the dominant semantic
fields and discursive genres of deepfake, as well as the evolution of its beneficial or criminal uses. The
study reveals a progressive discursive evolution where new semantic fields and discursive genres
of deepfake emerge, with a tendency towards beneficial and not only criminal uses in the sphere of
the audiovisual industry, activism, experimental art, commercial, medical, advertising, propaganda
and education, among others.
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Resumen

El presente estudio tiene como finalidad realizar un análisis de la evolución de los campos
semánticos y géneros discursivos del deepfake desde su aparición en 2017 y hasta 2021. La
investigación tiene como fundamento una revisión bibliográfica de artículos especializados de
divulgación, informativos, teóricos y científicos sobre deepfake, con base en una metodología
longitudinal analítica-sintética en tres fases entre 2017-2021, en donde se aplica la valoración
narrativa de la Escala SANRA. El estudio identifica los campos semánticos y géneros discursivos
dominantes del deepfake, así como la evolución de su usos benéficos y delictivos. El estudio revela
una progresiva evolución discursiva en donde emergen nuevos campos semánticos y géneros
discursivos del deepfake, con una tendencia hacia usos benéficos y no sólo delictivos en la esfera
de la industria audiovisual, el activismo, el arte experimental, los usos comerciales, médicos, la
publicidad, la propaganda y la educación, entre otros.

Palabras clave: Deepfake; campos semánticos; géneros discursivos; comunicación; evolución

Resumo

O presente estudo tem como objetivo realizar uma análise da evolução dos campos semânticos
e gêneros discursivos do deepfake desde o seu surgimento em 2017 e até 2021. A pesquisa se
baseia em uma revisão bibliográfica de artigos de divulgação especializada, informativos, teóricos
e científicos sobre deepfake, com base numa metodologia analítico-sintética longitudinal em três
fases entre 2017-2021, onde é aplicada a avaliação narrativa da Escala SANRA. O estudo identifica
os campos semânticos dominantes e os gêneros discursivos do deepfake, bem como a evolução
de seus usos benéficos e criminosos. O estudo revela uma evolução discursiva progressiva em
que novos campos semânticos e gêneros discursivos de deepfake emergem, com tendência a usos
benéficos e não apenas criminosos na esfera da indústria audiovisual, ativismo, arte experimental,
usos comerciais, médicos, publicitários, propaganda e educação, entre outros.

Palavras-chave: Deepfake; campos semânticos; gêneros do discurso; comunicação; evolução

1. Introduction

This study aims to analyse the evolution of deepfake semantic fields and discursive genres
since its emergence in 2017 and up to 2021. The scenario of deepfake semantic fields and
discursive genres has been evolving rapidly and dynamically since its first appearance in
2017 on Reddit (Ajder et al., 2019). It is an emerging media species, impacting on a larger
scene, shaped by the industry and consumption of audiovisual culture.

Deepfake feeds on the technological evolution of image and sound production through
artificial intelligence (AI), content published on social networks and digital platforms, large
databases (big data), collective audiovisual memory and the socio-media architecture of
post-truth.
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The evolution of deepfake presents a discursive expansion and dispersion where we find
semantic fields, discursive genres, and emerging technologies in which both beneficial and
criminal content is produced. The beneficial forms of expression of deepfake bring new
forms of audiovisual expression that contribute to educational development, medicine
and health, science, commerce, fashion, e-commerce, advertising, security, entertainment,
social, political, artistic, and cultural reflection.

The study is based on techno-aesthetic theory (Simondon, 2013), semantic fields
(Lewandowski, 1982), discourse theory (Van Dijk, 1989) and post-truth theory (Ball, 2017;
Ibañez, 2017; Amorós, 2018; McIntyre, 2018; Kalpokas, 2019; Cosentino, 2020), from which
we analyse the semantic fields of deepfake and emerging discursive genres that compose,
as a whole, an expanded industrial and cultural scenario of deepfake.

Technically, deepfakes are a product of AI and deep learning techniques applied to
train neural networks. These deep neural networks can generate and manipulate videos,
images and audio artificially. Through this system it is possible to automatically create
hyper-realistic fake content, which can appear realistic and be interpreted as true or real
(Kietzmann et al., 2020, p. 136).

Through a deepfake it is virtually impossible to know whether a person’s image or voice is
fake or real, or whether the authenticity of a photograph, sound or audiovisual document is
under suspicion of having been manipulated or artificially created (Kietzmann et al., 2020).
A deepfake is a product that combines, overlays, merges or replaces various types of content
to produce synthetic media with AI and deep learning, which overshadows the notion of
authenticity (Maras and Alexandrou, 2018; Nguyen, 2019).

Deepfake, understood as a technical-cultural object, is analysed from Simondon’s techno-
aesthetic theory (2013). A technical object is made up of an “inner layer” (technical,
aesthetic and cultural), an “intermediate layer” (technological mediation) and an “outer
layer” (cultural manifestations, uses and practices) (Simondon, 2013). In this study we focus
on the exploration and analysis of the “outer layer” of deepfake as a technical and cultural
object, on the description of semantic fields, discursive genres and emerging technological
applications, as well as the most common beneficial and criminal uses.

The technological, social, political, communicational, aesthetic, industrial and legal
knowledge, conceptualisation and practice of deepfakes has given rise to the development
of diverse semantic fields (Lewandowski, 1982, p. 46), which articulate specialised
terminology, reading pacts, codification and interpretative meaning from diverse
conceptual territories, motivations and forms of operation.

Semantic fields are understood as groups forming units of meaning and consisting of
sets of words with interrelated objective contents (Ipsen, 1924; Lewandowski, 1982, p. 47).
As a set of formal and meaningful relations entailed by a group of words, and as a set of
coexisting facts which are interpreted as dependent on each other (Lewandowski, 1982, p.
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44-46). A semantic field is the set of terms whose meaning refers to a common concept
(Martínez, 2003).

Discursively, a deepfake is a sound, visual or audiovisual product that simulates the
formal characteristics of some previous genre of expression, which takes over the keys of
its content treatment to make it appear authentic, with an attribution of meaning, being
artificially constructed or fake.

A discursive genre is understood as a specific form of language use, text, sound, image,
a complete communicative event in a given social situation. The meaning of discourse,
of a deepfake in this case, is a cognitive structure. It needs to include observable verbal
and non-verbal elements, social interactions and speech acts, and in addition the cognitive
representations and strategies involved during the production or comprehension of the
discourse (Van Dijk, 1989).

The discursive genres of deepfake exist in society as a form of social practice and produce
interactions between individuals and social groups. According to Van Dijk (1993), discourse
studies, in this case deepfake, should be deepened by explaining which attributes of sound,
visual and audio-visual text determine which attributes of social, political and cultural
structures, and vice versa, according to Van Dijk (cited in Meersohn, 2021).

The digital life of the deepfake takes place in a socio-media scenario marked by the
phenomenon of post-truth (Ball, 2017; Ibañez, 2017; D’Ancona, 2018), fertile ground for the
proliferation of discourses of simulation and falsification, as well as for a critical questioning
of discourses of make-believe, such as journalism, science, religion, politics and information
systems.

2. Method

The study consists of three consecutive diachronic research phases (between 1 and 15
June 2021) for the period 2017-2021.

1) A bibliographic exploration under a longitudinal analytical-synthetic methodology
(Rodríguez Jímenez and Pérez-Jacinto, 2017) using Google Search, which allowed us
to explore the origins, cases and definitions of deepfake, through journalistic articles,
reports and specialised texts.
2) An exploration following the bibliographic research methodology, described by
Codina (2018), Piasecki et al. (2018) and De-Granda-Orive et al. (2013), using search
engines for academic and scientific texts.
3) An exploration of app development and the technological processes of image
and sound manipulation, especially focusing on apps for mobile devices, as part of
the evolution of shallowfakes (or cheapfakes). In total, 65 publications were reviewed,
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analysed and assessed using the SANRA Scale for the Assessment of Narrative Review
Articles (Baethge et al. , 2019).

The average evaluation of the argumentative and narrative quality of the articles
analysed using the SANRA scale was 10.3. The maximum evaluation on this scale is 12,
so the argumentative and narrative quality of the articles is high according to this scale.
Also, the cataloguing carried out on the semantic fields and discursive genres of deepfake,
recovers the evaluation by means of the SANRA scale, which contributed to give greater
clarity and foundation, in addition to the searches made in the scientific databases cited.
The 65 publications reviewed and analysed are cited in this text (Bañuelos, 2022).

The search for the term “deepfake” in all databases was performed on all search fields
(title, topic, keywords, abstract, etc.). The search in the Web of Science Core Collection
database did not include the databases of Medline, KCI-Korean Journal Database, Russian
Science Citation Index, SciELO Citation Index. The words “deepfake” and “discourse” were
searched in all fields (title, topic, abstract, etc.).

The exploration has been oriented towards information related to Social Sciences,
Communication, Legislation, Ethics, Entertainment and Communication. In addition,
the keywords “deepfake”, “deepfake” and “discourse”, “deepfake” and “augmented reality”,
“deepfake” and “ethics”, “deepfake” and “apps”, “deepfake” and “porn” were used. Searches
and articles in both English and Spanish were also included. Thus, once an article was
found, a similar search was conducted to find more articles on a particular source, in the
search related to news, business, media, misinformation, entertainment or technology.

For the longitudinal analytical-synthetic search we consulted popular articles, reports
and journals such as MIT Technology Review, Deeptrace (Ajder et al., 2019, Ajder et al.,
2020), Motherboard (Vice), The New York Times, Washington Post, The Guardian, The Economist,
The Times, and the BBC. For the exploration of academic and scientific articles, Scopus,
Web of Science, Taylor and Francis Journals, Google Scholar, Academy and Research Gate
databases were used; and for the cross-sectional search of deepfake applications and
technological developments, specialised sources such as Nguyen et al. (2019); Chen et al.
(2020); Paris and Donovan, (2019), Westerlund (2019) and Gómez-de-Ágreda et al. (2021)
were consulted.

3. Results

Deepfake semantic fields

The semantic fields of deepfake have strengthened and expanded. The bibliographic
analysis carried out in the search for the word deepfake in scientific databases shows that
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the most relevant and strongest semantic fields belong to Computer Science, Engineering
and Mathematics. However, semantic fields related to Social Sciences and Humanities,
although in the background, have progressively increased in areas such as law, ethics,
communication, disinformation, pornography, advertising and security (See figure 1).

The case of Scopus is significant, where 603 articles on deepfake appear between 2018
and 2021, of which 447 are related to the field of computer science, 224 to engineering, 166
to social sciences, 74 to mathematics, 68 to decision sciences, 39 to arts and humanities,
36 to scientific material, 31 to physics and astronomy, 29 to psychology and 24 to business,
management and accounting. As can be seen, the field of deepfake research is much more
developed in the area of computer science and engineering than in social sciences and
humanities.1

Similarly, it should be noted that for the search “deepfake” and “discourse” in the Scopus
database only 48 documents published between 2018 and 2021 appear, of which 37
are related to social sciences, 13 to computer sciences, 12 to arts and humanities, 5 to
psychology and 4 to business. The articles related to social sciences deal with various
topics, regulation, sexual offences, discrimination against women, pornography, politics,
disinformation, social regulation, social construction of technology, security, cyber-ethics,
racism, advertising, and science fiction.

In the areas of social sciences and humanities, the fields of communication,
disinformation, journalism, electronic media, digital media, socio-digital platforms and
networks, film industry, science fiction, education, art, games and entertainment,
legislation and social regulation, ethics, cyber-ethics, pornography, cyber-bullying, politics,
advertising, marketing, business, e-commerce and fashion stand out. And in the field of
health, psychology and scientific material are highlighted.

In the semantic fields pioneered by deepfake, a criminal industry has developed dedicated
to the production of disinformation practices, pornography, fake news and its detection
(Fraga-Lamas et al., 2020; Güera and Delp, 2018; Sohrawardi et al., 2019; Maras and
Alexandrou, 2018; Cerdán et al, 2020; Xu et al., 2021; Adriani, 2019; Cooke, 2018), bots,
forgery, extortion, impersonation, defamation, harassment and cyberterrorism (Gosse and
Burkell, 2020; Westerlund, 2019; Vaccari and Chadwick, 2020; Gómez-de-Ágreda et al.,
2021; Temir, 2020, Ajder et al., 2020; Barnes and Barraclough, 2019).

Simultaneously, semantic fields of deepfake are emerging, shaping a powerful
audiovisual industry that encompasses technological development in production,
detection, cybersecurity, marketing of specialised software and mobile applications.
Coupled with a vigorous entertainment industry, through film production, video games,
social media applications, business development, marketing, tourism, smart assistants,
healthcare applications, and science (Westerlund, 2019).
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Figure 1. Semantic Fields of Deepfake 2017-2021

Own elaboration, 2021

Discursive genres of deepfake

As we have noted, discursive genres acquire their own characteristics in some thematic
or formal field, and are shared forms of expression that produce interactions between
individuals and social groups, according to Van Dijk (quoted in Meersohn, 2021). The
discursive genres reviewed in this study are considered as the “outer layer” (Simondon,
2013) of deepfake,as manifestations, in cultural uses and practices of a technical-aesthetic
and cultural object, which are experienced in dynamic, progressive, expansive, and
changing digital scenarios.

The cataloguing of discursive genres and the map of deepfake discursive genres
2017-2021 (figure 2) that we carried out here is based on the documentary research
previously described in the methodology and accounts for the most significant cases. The
criteria of relevance applied for the selection of the cases of deepfake discursive genres
included in this cataloguing are: historical importance, appearance in various publications,
originality and diversification towards new non-criminal applications.

It is observed that the most relevant discursive genres, appearing from the origin
of deepfake between 2017 and 2019 are non-consensual pornography, porn-extortion,
denunciation, virtual perfomances, living portraits, social campaigns, entertainment
parodies, anti-propaganda, political statements, political satire, and art (Westerlund, 2019;
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Campbell et al, 2021; Kwok and Koh, 2020; Whittaker et al., 2021; Gómez-de-Ágreda et al.,
2021; Initiative, 2020).

Between 2019-2021 we see a significant emergence in beneficial deepfake discursive
genres such as sports broadcasts (AI-automated video), entertainment, education, talking
head models, portraiture (deepnostalgia), social campaigns, social and political activism,
health and medical uses, tourism, advertising, propaganda, fashion (virtual showroom,
Amazon Syle Snap, Google lens), e-commerce .e-commerce, retail apps), intelligent assistants,
cinema and video streaming, video games, telepresence, AI models (Generated Photos),
digital humans, video conferencing, telepresence, multi-player games, memes, artistic
experimentation, whistleblowing, virtual chat, chat bots, personal avatars, psychological
therapy and scientific material; and on criminal uses such as: fake news, disinformation,
pornography, cyberbullying, deepfake bots .deepbots) (Westerlund, 2019; Campbell et al.,
2021; Kwok and Koh, 2020; Whittaker et al., 2021; Garimella and Eckles, 2020; Oliveira-
Teixeira et al., 2021; Gómez-de-Ágreda et al., 2021).

As figure 2 shows, discourse genres have undergone a relevant expansion and
diversification between 2012-2021, and a greater proliferation of discourse genres with
beneficial uses is observed from 2019 onwards.

Some genres are transversal in time and evolve along with deepfake techniques, such
as pornography, which, in addition to being an initial discursive genre, has also become a
broad semantic field in which legal, ethical and regulatory issues are debated and, above
all, how pornographic deepfakehas mainly affected women in the world (Martínez et al.,
2019; Cole, 2019). An example of this discursive, technological and strategic evolution of
pornographic deepfakeis the case of Telegram chatbots (Ajder et al., 2020).
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Fig. 2. Map of deepfake discourse genres, 2017- 2021.

Own elaboration, 2021.

Between 2012-2016 we find incipient and foundational deepfake techniques such as
Deep neural network (2012), Deep Learning GAN’s (2014), Deep Learning (2014) and Face2Face
(2016). By 2016 we find a first incipient genre of political satire in Presidential Avengers:
Uncivil War (Parkinson, 2016), produced through Face Swapping ( Paris and Donovan, 2019,
p. 11).

In 2017, the expansion of deepfake began, thanks to the user “deepfakes” from r/
deepfakes on Reddit, in which he shared pornographic videos where he inserted faces of
famous actresses into the bodies of porn actresses. Similarly, he shared open-source code
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for deep learning in popular libraries and deepnudes began to proliferate illegally on various
sites. This led to an explosion of porn sites specialising in deepnudes or nudefakes, and the
emergence of a genre called celeb-porn on sites such as PornHub (where porn deepfakes
were banned in 2018) and Mr. Deepfakes (where they continue to be published).

The evolution of deepfake porn goes to 2021 with Telegram chatbots or deepbots channels
that “undress” a woman from a photo, following in the footsteps of the DeepNude app,
closed in 2019. A practice that some authors have called Automate abuse image and that
affected more than 100,000 women in 2020 (Ajder et al., 2020; Hao, 2020).

In 2018, a case of porn-extortion was observed against journalist Rana Ayyub (Ayyub,
R., 2018a; Ayyub, R., 2018b), harassed through a deepfake porn video, in order to silence
her for a political denunciation, victim of a disinformation and smear campaign on digital
networks. The same year, Jordan Peel published You Won’t Believe What Obama Says in
This Video! (Silverman, 2018) on BuzzFeed, initiates the discursive genre of denunciation
in which he warns of the risks of disinformation that deepfakes can generate (Silverman,
2018). Peel’s piece picks up on the original idea of a pioneer of learning lip sync from audio
in Synthezising Obama (2017) via Face2Face (Suwajanakorn et al., 2017a and 2017b) (Ajder
et al., 2019).

The end-of-year message of Gabonese President Ali Bongo Ondimba stands out in 2018
(Gabon 24, 2018). A speech that belongs to the genre of political propaganda and also
served as counter-propaganda. The video was interpreted as a deepfake by opposition
forces detonating a coup d’état in the belief of the president’s demise. The opposition could
not prove that it was a deepfake, and the president appeared days later at a public event
denying the falsity of the video.

In 2019, a slight expansion of deepfake discursive genres in art-related expressions (video
performances IA Art) is already noticeable in the works of Klingemann (Sotheby’s, 2019)
who builds a Twitter gallery with the hashtag #BigGAN. It initiates the production of living
portraits or talking heads models using convolutional neural network technology powered
by Samsung (Zakharov et al., 2019; Nield, 2020), a genre that expands in the living portraits
of Deepnostalgia from the MyHeritage app (2021).

Entertainment is strengthened through parody as a discursive genre, as is the case of
the work done by Ctrl Shift Face, The Fakening, FaceToFake on YouTube, who produce
deepfakes by fusing actors’ faces in scenes taken from films and television programmes, as
in Bill Hader channels Tom Cruise (Ctrl Shift Face, 2019), where Hader’s face is intermittently
exchanged for Tom Cruise’s during an interview; or Al Pacino and Schwarzenegger (2019).
Ctrl Shift Face does experimental work very similar to that done by Derpfakes, Shamook
or Jarkan on YouTube, who challenge the techniques used by the laborious visual effects
(CGI) production of Light and Magic (Disney-StarWars), in the recreation of Princess Leia
(Carrie Fisher) (Derpfakes, 2018) and Grand Moff Tarkin (Peter Cushing) in Rouge One: A Star
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Wars Story (2016), among other examples, such as De-aging Robert Deniro in The Irishman
(Shamook, 2020).

The discursive genres of entertainment traverse and merge practices of satire and parody
in viral deepfake memes such as Obama sings Baka Mitai (Mechanical, 2020), Avengers (Moe
Ment, 2020) and the extensive series associated with this song (Hao, 2020); or in video
games where the user can be inserted as an avatar in real time, as proposed by the Unreal
Engine platform (2021) (Initiative, 2020); or with facial re-enactment, speech synthesis, multi-
player games, and performance capture techniques (Gardiner, 2019; Zakharov et al., 2019;
Jesso et al., 2020; Nield, 2020). Also, other deepfake entertainment genres emerge, such as
the cabaret show created by The Zizi Show (2020); and sports broadcasts made with artificial
intelligence systems such as Pixellot.tv (2021).

In the film fiction genre, Disney and other film studios are investigating deep learning
AI .High-resolution Neural Face Swapping for Visual Effects) techniques (Naruniec et al., 2020)
for character creation, in the style of The Irishman (Scorsese, 2019) still produced with visual
effects (VFX) and computer-generated graphics (CGI) that obtained questionable results.

The emergence of genres of denunciation and art since 2019 appears in projects such as
Bill Posters’ project on Instagram called Spectre (Bill_posters_uk, 2019), where he constructs
videos of political denunciation with celebrities and politicians such as Mark Zuckerberg or
Donald Trump to warn about the risks of disinformation.

By 2021, dubbing and translation techniques have evolved in the film field with deepfake.
One example is Flawless, a programme using the Neural Style-Preserving Visual Dubbing
technique, which allows dubbing in different languages without losing the original features
of the actors (Hyeongwoo et al., 2019; Vincent, 2021).

Between 2020-2021, the trend is towards a further expansion of discursive genres with
beneficial uses. The uses of deepfake in genres such as political activism, social campaigns
and denunciation have amplified in this period. As an example, the campaigns starring
David Beckham to fight malaria in which he speaks nine languages or declares the end
of the disease at the age of 70 (Malaria Most Die, 2019 and 2021). The genre of political
activism can be found in the deepfakein which Mexican journalist Javier Valdez, murdered
in 2017, denounces in 2020 the violence and disappearance of journalists and demands
justice (Propuesta Cívica, 2020).

An extensive semantic field is that of disinformation, to which discursive genres of
deepfake are added through fake news. Cases such as the fake videos made with Presidents
Trump and Obama issuing false statements related to the Davos 2020 summit (CBS, 2020);
and the statements by Presidents Kim and Putin (Greene, 2021) in the series Dictators
(RepresentUs, 2020a and 2020b) on American democracy prior to the 2020 electoral
process. Also noteworthy are the cases of Boris Johnson and Jeremy Corbyn (Future
Advocacy, 2019a and 2019b) where they express opinions contrary to their ideologies,
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or Queen Elizabeth II recording a video for TikTok in an end-of-year message (Channel 4
Comedy, 2021).

A relevant case of disinformation in India is that of President Manoj Tiwari of the
Bharatiya Janata Party (BJP) who sent a political election message in various Indian dialects
to 15 million citizens, without warning that the video was generated with AI and that he does
not speak those dialects (Jee, 2019; Lyons, 2020). These cases highlight the fine line between
information and misinformation, despite some of them being warned as deepfakes (Chawla,
2019; Forsdick, 2019).

In 2021, there is a proliferation of discursive genres in marketing, e-commerce, fashion
and retail. Such as the Superpersonal App (2021), Amazon Style Snap (2020), Google Lens
(2021), which allow customers to try on virtual wardrobes, swap their faces for digital
models and shop online. For clothing and fashion retailers it is an opportunity to create
or convert their customers into personalised virtual models with little marketing budget
(Campbell et al., 2021, Zeynal et al., 2021).

Covid-19 accelerated the adoption of avatars and digital environments in retail and
fashion, as in the case of Balmain (Balmain, 2020; Digital, 2020) when presenting the “Zoom
collection”, with an avatar of its designer Olivier Rousteing (Socha, 2020). Uses, applications
and discursive genres associated with advertising, marketing, fashion such as Echo Look,
included in Amazon’s Shopping App or Generated Photos (2021) transform the fashion
and tourism industry using avatars, facial mapping, immersive photo-real platforms and AI
generation models (Bogicevic et al., 2019; Whittaker et al., 2021; Dietmar, 2019).

Discursive genres related to digital humans and intelligent assistants are also expanding.
Intelligent assistants are associated with uses in telepresence, videoconferencing, chatbots
and character creation for film fiction. This is the case of digital humans produced by Doug
Roble (Roble et al., 2019) using inertial motion capture and deep neural networks (Ted, 2019);
and the virtual assistant Google Duplex (Huffman, 2018; Leviathan, 2018).

The first uses of deepfakes for advertisements are also appearing, such as that of
Soriana (2021). Cantinflas, a famous film actor who died in 1993, stars in the first deepfake
advertisement in Mexico for a supermarket (Ferrer, 2021). This is joined by an avalanche of
AI-produced avatars and influencers bursting onto the advertising and social media scene
such as Lil Miquela (2021), Colonel Sanders (KFC, 2021; Digital Agency Network, 2020), Mona
Haddid (2021), Shudu (2021), Bermunda (2021), Blawko (2021) and Imma (2021) (Guthrie,
2020; Mosley, 2021; Adriani, 2019).

In the field of education, there are applications such as the recreations of Dalí Lives at The
Dalí Museum (2019), Digital Einstein (2021) or Dimension in Testimony (University of Southern
California’s Shoah Foundation, 2021), educational resources with which one can engage in
an interactive conversation and learn more about the life and work of these authors, or of
the survivors of the Holocaust.
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Deepfake discourses share the characteristics of digital socio-media culture, post-meme
culture and snack media culture, composed of short, transmedia, hypermedia, intertextual
narratives, shared on social networks and digital platforms such as Facebook, Twitter,
WhatsApp, TikTok and Instagram, among others (Scolari, 2020; Bown and Briston, 2019).

A deepfake is likely to influence forms and behaviours of other media species
such as memes, gifs, selfies, avatars, rumoured images, animated photomontages,
mockumentaries, video montages, short videos, narrative micro-pieces (satires, parodies,
alternative endings, fake trailers, etc.), informative and propagandistic micro-formats,
posts, trailers, teasers, video clips, lipdubs, webisodes, sneak-peeks, mobisodes, credits,
nano-narratives, nano-contents, among other microfiction or documentary microfiction
formats (Scolari, 2020; Aldrin, 2005; Cortazar, 2014; Conte, 2019).

4. Discussion

We are progressively witnessing an expansion of semantic fields and discursive genres of
deepfake, reconfiguring the scenario that initially appeared in 2017, and that towards 2021
presents new horizons with a marked tendency towards the development of beneficial
applications in various economic, cultural and media spheres.

Although criminal uses persist, such as pornography, harassment, extortion, phishing,
fake news and disinformation, deepfake production is beginning to experience a trend
towards beneficial uses in genres such as political activism, social campaigns, education,
health, e-commerce, marketing, advertising, fashion, tourism, entertainment, virtual
assistants, video games, and cinematic fiction.

This trend calls for a re-signification of the term deepfake, which until now has been used
to catalogue any audiovisual document produced using deep learning techniques, GANs,
convolutional neural networks and other AI techniques. It is currently debated whether
the term deepfake should be used exclusively for criminal practices, and synthetic media for
beneficial uses (Schick, 2020, Barnes and Barraclough, 2020).

The cataloguing shown in figures 1 and 2 takes up the most relevant data from the
bibliographic and documentary research as a whole, although it is not the product of a
quantitative method, but of a qualitative and interpretative one, which can be understood
as a limitation of the study.

Deepfake, as a techno-aesthetic object, is in a stage of resignification in terms of its
semantic fields and discursive genres. This process is taking place in a highly dynamic and
changing technological and media scenario in which its uses and cultural practices are
progressively expanding.
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Notes

1 Publications on deepfake are steadily increasing, both informal, journalistic and scientific. Google
Search returns 19,200,000 results (1 May 2021); in 2020 there were 1301 academic publications on
GANs in arXiv (Cornel University), and by May 2021 there are already 4092 mathematical articles
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on the subject. In Web of Science, the search for deepfake yielded 81 publications (1 May 2021) of
which 65 were in Computer Science and Engineering, 11 in Communication, 5 in Law, 2 in Film,
Radio, Television, 2 in Political Science, 2 in Ethics. Socpus lists 603 articles on deepfake between
2018 and 2021, of which 447 are related to the field of Computer Science, 224 to Engineering, 166
to Social Sciences, 74 to Mathematics, 68 to Decision Sciences, 39 to Arts and Humanities, 36 to
Scientific Material, 31 to Physics and Astronomy, 29 to Psychology, 24 to Business, Management and
Accounting. As can be seen, the field of deepfake research is much more developed in the area of
Computer Science and Engineering than in the Social Sciences. Google Scholar returned 4,270 results
for “deepfake”, 639 for “deepfake” and “discourse” and 141 for “deepfake” and “discourse”. In Taylor and
Francis Journals there are 80 scientific articles with the search “deepfake”, among the most numerous
we find 30 in Humanities, 26 in Law, 23 in Social Sciences, 9 in Communication, where the central
themes are Disinformation, Pornography, Politics, Advertising, Security. For the search “deepfake”
and “dicourse”, we found 35 articles mainly dealing with these same semantic fields. The profile of
each journal undoubtedly determines the type of speciality to which the published articles relate.




